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A B S T R A C T

A hybrid analytical–numerical method is proposed to determine the Full Energy Peak Efficiency (FEPE) of a NaI
bare crystal for a point 𝛾-source in the energy range 48–2040 keV. The efficiency is calculated at all possible
source locations with respect to the detector and at a maximum Source-to-Detector (S–D) distance of 50 cm.
The method combines an analytical formula used for total efficiency calculation with numerically calculated
Peak-to-Total (P/T) ratios. The FEPE efficiencies are calculated by integrating the combined analytical formula.
A computer code is written using the C programming language to solve the integration using Simpson’s rule.
The calculated values of the FEPE are found to be in agreement with these calculated using the Monte Carlo
(MC) method with a maximum relative difference of about 2.5%. The main advantage of the proposed method
is the extremely reduced runtime of calculation in comparison with the MC method.

1. Introduction

The peak efficiency or the FEPE of a radiation detector could be
defined as the product of the photon interaction probability (total
efficiency) and the likelihood that the interacting photon will be com-
pletely absorbed within the detector active-volume (P/T ratio). Peak
efficiency is usually obtained using either relative or absolute meth-
ods. While relative methods usually provide accurate peak efficiency
calibration curves, absolute methods could be considered whenever cal-
ibration standards are not available. In such cases, radiation transport
codes, e.g., the general Monte Carlo N-Particle Code (MCNP), are used
to calibrate radiation detectors mathematically.

Heath et al. [1,2] introduced a theoretical calculation of total
efficiency in conjunction with an experimental determination of the
P/T ratio. Unfortunately, the calibration curve of the P/T ratio gener-
ally requires single-energy 𝛾-emitters. Most of these radio-nuclides are
short-lived and therefore need to be regularly replaced. Moreover, the
presence of low energy 𝛾-rays and X-rays in most decay schemes makes
the empirical determination of P/T ratios more complex.

Moens et al. [3] introduced the efficiency transfer method, which
combines analytical formulas of the effective solid angle with exper-
imentally measured peak efficiency for point sources. Many authors,
e.g., Moens and Hoste [4], Mihaljević et al. [5], Wang et al. [6,7],
Jiang et al. [8] applied Moen’s method to calculate the FEPE of cylindri-
cal detectors for different source configurations including point, disk,
cylindrical and Marinelli-beaker.
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Aguiar et al. [9] proposed a semi-empirical method to obtain the
FEPE of a HPGe detector for co-axial [9] and perpendicular [10]
positions of cylindrical sources by applying corrections to point-source
measurements. Stanga et al. [11] developed a semi-empirical model
for the FEPE calculation of HPGe detectors, including corrections for
gamma attenuation. They considered the cases of point and cylindrical
sources. Their method was based on an approximating mathematical
model representing the detector as a virtual point. However, it in-
volves some approximations and simplifications, so the application is
restricted to limited source–detector configurations.

In the above review, it is obvious that the provided methods are
based on experimental measurements for which standard sources must
be available or utilize MC calculations, which is time-consuming. In
this work, a hybrid method is presented to calculate the FEPE of a
bare NaI detector. The method is based on theoretical calculations;
consequently, no calibration sources are required. Furthermore, MC
calculations are performed once to calculate the P/T ratio, and no
additional MC calculation is needed, which saves much time.

2. Methods description

The proposed hybrid method is achieved through two main steps:
First, analytical formulas to determine the total efficiency of a NaI
crystal are derived. In the second step, an MC code is used to calculate
the P/T ratios for different 𝛾-energies at different source positions with
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respect to the detector and combined with the analytical formulas. The
peak efficiency is then calculated by integrating the final analytical
formula using Simpson’s rule. A computer code is written using a C
programming language to solve the integration.

2.1. Analytical calculations

The FEPE 𝜖𝑝 for a NaI detector is expressed as

𝜖𝑝 = 𝜖𝑡𝑝∕𝑡, (1)

where, 𝜖𝑡 is the total efficiency, that can be written as

𝜖𝑡 =
𝛺
4𝜋

𝑓𝑎𝑏𝑠.𝑓𝑡𝑓𝑠, (2)

where, 𝛺
4𝜋 : is the fractional solid angle of the source subtended by the

detector,
𝑓𝑎𝑏𝑠. = 1−𝑒−𝜇𝑑𝑖 : is the interaction (absorption) probability along the

photon track 𝑑𝑖 inside the detector material,
𝑓𝑡 = 𝑒−𝜇𝑖𝑡𝑖 is the transmission probability through absorber 𝑖 of

thickness 𝑡𝑖 and 𝜇𝑖 is the total linear attenuation coefficient and
𝑓𝑠 is the self-attenuation factor due to the source material.
For the form point-like sources and bare crystal, the factors 𝑓𝑠 and

𝑓𝑡 are equals to unity, therefore Eq. (2) is reduced to the form:

𝜖𝑡 =
𝛺
4𝜋

𝑓𝑎𝑏𝑠.. (3)

The Solid angle of the source subtended by the detector 𝛺 is defined
as

𝛺 = ∫𝜃 ∫𝜙
𝑑𝜃𝑑𝜙 sin 𝜃, (4)

where, 𝜃 (0–𝜋) and 𝜙 (0–2𝜋) are the polar and azimuthal angles respec-
tively, knowing that the track length inside the detector of the 𝛾-ray
emitted from a specific location depends on its direction of incidence
(i.e., angles 𝜃 and 𝜙), thus the total efficiency can be given as

𝜖𝑡 =
1
4𝜋 ∫

2𝜋

0 ∫

𝜋

0
𝑑𝜃𝑑𝜙 (1 − 𝑒−𝜇.𝑑𝑖(𝜃,𝜙)) sin 𝜃, (5)

Fig. 1 shows the possible 𝛾-ray track inside detector body includes
penetrating the upper surface of the detector and emerging from the
bottom surface (case 1) or lateral surface (case 2), penetration of lateral
surface and emerging from the bottom surface (case 3) or lateral surface
again (case 4). Cases 3 and 4 could also be considered for the case
where the source is located in the plane containing the upper surface
of the detector or in between the planes containing the upper and lower
sides of the detector.

Fig. 2(a)–(g) illustrates the all possible configurations represent-
ing the position of the source with respect to the detector in three-
dimensional geometry. The different parameters used to determine the
𝛾-ray track length are shown in figures with their boundary conditions
(angles limitations) for each position. The parameters include the shift
(𝜌), perpendicular distance between source position and plane contain-
ing the upper detector surface (ℎ), polar (𝜃𝑖), and azimuthal 𝜙𝑖 angles
for each configuration.

Therefore, the analytical equation that could be used to calculate
the total efficiency of the detector for any configuration can be written
as follows

𝜖𝑡 =
1
2𝜋

𝑛𝑚
∑

𝑛𝑖
∫

𝜙𝑛(2)

𝜙𝑛(1)
∫

𝜃𝑛,𝑚(2)

𝜃𝑛,𝑖(1)
𝑑𝜃𝑑𝜙 (1 − 𝑒−𝜇𝑑𝑛,𝑖 ) sin 𝜃, (6)

where, 𝑛: is the configuration number, 𝑛 = 1, 2, 3,… , 7,
𝑖: represents the number of terms of integration for the configuration

number 𝑛, 𝑖 = 1, 2, 3,… , 𝑚 term and
𝑑𝑛,𝑖: is the possible path length of configuration number 𝑛 and

integration term number 𝑖.
All possible photon path lengths 𝑑𝑛,𝑖 and polar angles are given in

Appendix.
For the first two configurations azimuthal angle 𝜙 ranges from 0–𝜋.

For the third configuration the range become 0– 𝜋
2 , while for the rest

configurations the angle ranges from 0–sin−1(𝑅𝜌 ).

Fig. 1. The four possible path-lengths of photons through NaI detector.

Table 1
Possible double side penetration track 𝜌 ∈ [0, 50], ℎ ∈ [𝑑𝑒𝑡𝑒𝑐𝑡𝑜𝑟 − 𝑏𝑎𝑠𝑒, 𝐿] ∪ [5, 50].

𝜌 h (cm)

P1 0

≥5P2 [0, 𝑅)
P3 R
P4

>𝑅
P5
P6 0
P7 <0

2.2. MC simulation

The NaI bare crystal (3𝑖𝑛 × 3𝑖𝑛) is modeled using the MCNPX
code [12] which contains F8 tally. The pulse height tally is used to
calculate the efficiency of the detector. The peak efficiencies are cal-
culated, assuming that the point source is located at different positions
(configurations) with respect to the detector, as illustrated in Fig. 3
and explained in Table 1. The positions include, the co-axial position
P1, shifted positions at a distance 𝜌 less than the detector radius (𝑅) of
the detector (P2), above the detector edge (P3), greater than detector
radius (P4), parallel (P6) and below the plane containing layer surface
of the detector (P7).

The MC model is used to calculate both the total and peak efficien-
cies in the 𝛾-energy range 48–2040 keV at the different configurations
(P1-P7) and for S–D distances range 5–50 cm. The calculations were
performed on a 2.66 GHz processor with a number of histories of 107
for all input files.

The selected 𝛾-energy range encompasses all the possible interaction
phenomena (photoelectric, Compton scattering and pair production
processes).

A total of eleven 𝛾-energies are considered for each configuration at
a given distance.

To practically check the accuracy of the used method for P/T ratio
calculation, it is important to compare the calculated values with ex-
perimental results. However, normally, experimental data are available
for real detectors (not bare ones). Consequently, in addition to the bare
detector modeled in this work, additional complete detector modeling
is also considered only for checking with experimental data.

The obtained total and FEPE were used to calculate the P/T ratios
at all distances and for each position by dividing the peak efficiency of
the selected 𝛾-energy line by the sum of efficiencies in all the energy
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Fig. 2. Different S–D configurations with all possible locations and angles of integrals.

Fig. 3. S–D configurations for P/T determination.

bins above 1 keV. Due to the relatively small variation in the calculated
P/T ratio with distance for each configuration, the P/T ratio for each
configuration is obtained by averaging the P/T ratio results at different
S–D distances from 5–50 cm, as given by the following equation

(𝑃∕𝑇 )𝑐 =
1
𝑛𝑑

∑

𝑛𝑑

(𝑝∕𝑡)𝑑 , (7)

where, (𝑃∕𝑇 )𝑐 is the P/T ratio for a given configuration 𝑐, (𝑝∕𝑡)𝑑 is the
P/T ratio at a distance 𝑑 and 𝑛𝑑 is the number of S–D distances at which
P/T ratio is calculated for that configuration.

2.3. Numerical calculation

The FEPE in the energy range 48–2040 keV are calculated by mul-
tiplying the total efficiency Eq. (6) by the calculated P/T ratios and use
of Simpson’s rule to solve the integration numerically with the aid of
computer code, written using the C programming language. Calculation
processes are carried out by dividing the integration limits for each of
polar 𝜃 and azimuthal 𝜙 angles into 1000 intervals. The flowchart of
the designed code used to solve the integration is illustrated in Fig. 4.

3. Results and discussion

In this work, the FEPE efficiency has been calculated for a point
source at different 𝛾-energy lines, located at arbitrary positions with
respect to a NaI detector using a hybrid analytical–numerical method.

3
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Fig. 4. Flow chart of the developed program.

Fig. 5. P/T ratios vs. 𝛾-energy lines for (a)Comparison of MCNP calculated and published P/T ratios data(b) Calculated using MCNP at different S–D configurations.

3.1. Peak-to-total ratio

Before calculating P/T ratios used in FEPE calculation, the accuracy
of the used method had to be checked, as mentioned in Section 2.2.
For this purpose, the complete model of the detector is created that
simulates experimental work done by Mishra and Sadasivan [13]; and
also simulates the theoretical work done by Cesana and Terrani [14].

The simulation is done for the NaI crystal (3𝑖𝑛×3𝑖𝑛), while the source is
located in a co-axial position distant 10 cm from the detector surface.

Fig. 5(a) illustrates the results of a simulation for bare, and complete
modeled detector; and experimental and theoretical data. It is clear
from the figure that the complete modeling of the detector gives results
that are in agreement with experimental and theoretical values with a
maximum relative difference of about 3.5% and 6%, respectively. For
low energy, the P/T ratio deviates by 7% in comparison with Mishra

4
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Fig. 6. Peak Efficiency vs. Energy comparison between MCNP and Hybrid for all the possible S–D configuration.
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Table A.1
The possible photon path lengths and integration limits for polar angles.

No Configuration 𝑃𝑎𝑡ℎ 𝐿𝑒𝑛𝑔𝑡ℎ𝑎 𝑃𝑜𝑙𝑎𝑟 𝐴𝑛𝑔𝑙𝑒𝑏 𝑎𝑃𝑎𝑡ℎ 𝐿𝑒𝑛𝑔𝑡ℎ

1 (ℎ ≥ 5&𝜌 = 0)
𝑑1,1 𝑑1 = 𝑝1

𝜃1,1(1) 𝜃0 = 𝜃𝑎 𝑃1 = 𝑙∕ cos 𝜃

𝜃1,1(2) 𝜃1 = 𝜃𝑏
𝑃2 = 𝑅∕ sin 𝜃 − 𝑑∕ cos 𝜃

𝑑1,2 𝑑2 = 𝑝2
𝜃1,1(1) 𝑃3 = 𝜌+∕ sin 𝜃 − ℎ∕ cos 𝜃

𝜃2,1(1) 𝜃2 = 𝜃𝑐 𝑃4 = ℎ + 𝑙∕ cos 𝜃 − 𝜌−∕ sin 𝜃

2 (ℎ ≥ 5&𝜌 < 𝑅)
𝑑2,1 𝑑3 = 𝑝1

𝜃2,1(1) 𝜃0 = 𝜃𝑎 𝑃5 = 𝜌+∕ sin 𝜃

𝜃2,1(2) 𝜃3 = 𝜃𝑑
𝑃6 = 𝜌∗∕ sin 𝜃

𝑑2,2 𝑑4 = 𝑝3
𝜃2,2(1) 𝑃7 = 𝑙∕ cos 𝜃 − 𝜌−∕ sin 𝜃

𝜃2,2(2) 𝜃4 = 𝜃𝑒 𝑃8 = 𝑙 − ℎ∕ cos 𝜃 − 𝜌−∕ sin 𝜃

3 (ℎ ≥ 5&𝜌 = 𝑅)
𝑑3,1 𝑑5 = 𝑝1

𝜃3,1(1) 𝜃0 = 𝜃𝑎 𝑃8 = ℎ∕ cos 𝜃 − 𝜌−∕ sin 𝜃

𝜃3,1(2) 𝜃5 = 𝜃𝑑
𝑑3,2 𝑑6 = 𝑝3

𝜃3,2(1) 𝑏𝑃𝑜𝑙𝑎𝑟𝐴𝑛𝑔𝑙𝑒𝑠

𝜃3,2(2) 𝜃6 = 𝜃𝑒

4 (ℎ ≥ 5&𝜌 > 𝑅)
(𝜃8 ≤ 𝜃9)

𝑑4,1 𝑑7 = 𝑝4
𝜃4,1(1) 𝜃7 = 𝜃𝑓
𝜃4,1(2) 𝜃8 = 𝜃𝑔

𝜃𝑎 = 0

𝑑4,2 𝑑8 = 𝑝1
𝜃4,2(1) 𝜃𝑏 = tan−1(𝑅∕ℎ + 𝑙)

𝜃4,2(2) 𝜃9 = 𝜃𝑑
𝜃𝑐 = tan−1(𝑅∕ℎ)

𝑑4,3 𝑑9 = 𝑝5
𝜃4,3(1) 𝜃𝑑 = tan−1(𝜌+∕ℎ + 𝑙)

𝜃4,3(2) 𝜃10 = 𝜃𝑒 𝜃𝑒 = tan−1(𝜌+∕ℎ)

5 (ℎ ≥ 5&𝜌 > 𝑅)
(𝜃8 > 𝜃9)

𝑑5,1 𝑑7 = 𝑝4
𝜃5,1(1) 𝜃7 = 𝜃𝑓 𝜃𝑓 = tan−1(𝜌−∕ℎ + 𝑙)

𝜃5,1(2) 𝜃9 = 𝜃𝑑
𝜃𝑔 = tan−1(𝜌−∕ℎ)

𝑑5,2 𝑑9 = 𝑝5
𝜃5,2(1) 𝜃ℎ = tan−1(𝜌−∕𝑙)

𝜃5,2(2) 𝜃8 = 𝜃𝑔
𝜃𝑖 = tan−1(𝜌+∕𝑙)

𝑑5,3 𝑑10 = 𝑝6
𝜃5,3(1) 𝜃𝑗 = tan−1(𝜋∕2)

𝜃5,3(2) 𝜃10 = 𝜃𝑒 𝜃𝑘 = tan−1(𝜌−∕𝑙 − |ℎ|)

6 (ℎ = 0&𝜌 > 𝑅)
𝑑6,1 𝑑11 = 𝑝7

𝜃6,1(1) 𝜃11 = 𝜃ℎ 𝜃𝑙 = tan−1(𝜌+∕𝑙 − |ℎ|)

𝜃6,1(2) 𝜃12 = 𝜃𝑖
𝜃𝑚 = tan−1(𝜌−∕|ℎ|)

𝑑6,2 𝑑12 = 𝑝6
𝜃6,2(1) 𝜃𝑛 = tan−1(𝜌+∕|ℎ|)

𝜃6,2(2) 𝜃13 = 𝜃𝑗

7 (ℎ < 0&𝜌 > 𝑅)

𝑑7,1 𝑑13 = 𝑝8
𝜃7,1(1) 𝜃14 = 𝜃𝑘
𝜃7,1(2) 𝜃15 = 𝜃𝑙

𝑑7,2 𝑑14 = 𝑝6
𝜃7,2(1) 𝜌+ = 𝜌 cos𝜙 +

√

𝑅2 − 𝜌2 sin2 𝜃

𝜃7,3(1) 𝜃16 = 𝜃𝑗

𝑑6,3 𝑑15 = 𝑝9
𝜃7,3(1) 𝜃17 = 𝜃𝑚 𝜌− = 𝜌 cos𝜙 −

√

𝑅2 − 𝜌2 sin2 𝜃

𝜃7,3(2) 𝜃18 = 𝜃𝑛

𝑑7,4 𝑑14 = 𝑝6
𝜃7,4(1) 𝜌∗ = 2 ×

√

𝑅2 − 𝜌2 sin2 𝜃

𝜃7,4(2) 𝜃16 = 𝜃𝑗

and Sadasivan [13], Cesana and Terrani [14], which may be attributed
to the fact that the aluminum cover and crystal-to-cover distance are
not well defined. Calculations indicated that an inaccuracy of 1 mm in
aluminum cover causes an error of about 3% at 145 keV.

Based on the bare crystal model, the P/T ratios for different 𝛾-
energies are obtained for the different S–D configurations, as described
in Section 2.2.

Fig. 5(b) shows the obtained values vs. 𝛾-energy lines at the different
source positions with respect to the detector. For each S–D configu-
ration the calculated average P/T ratio over the considered distance
5–50 cm differs from that calculated at any specific distance by about
1% except for very low energies which may reach 3.5%.

3.2. Full energy peak efficiency

Using the proposed hybrid analytical–numerical method, the peak
efficiencies of a bare NaI crystal are calculated for the different S–D
configurations. The calculation time using the proposed method is al-
ways less than 1 s. The results were next compared to the corresponding
calculated results based on MCNP. Fig. 6(a)–(h) presents a comparison

between the proposed method and MC estimates of peak efficiencies
against 𝛾-energy lines for the considered S–D configurations described
in Fig. 2.

The determined peak efficiencies using the proposed hybrid method
were in agreement with MC calculations with a maximum relative
difference of 2.5% for all possible S–D configurations. The estimated
uncertainty on the data, concerning the MC calculations is always less
than 1.5%.

4. Conclusion

In this work, a hybrid analytical–numerical method is introduced
and checked to calculate the FEPE of a NaI detector due to the 𝛾-
ray point source. The method depends on the numerical integration
of analytical formula, which combines an analytical equation for total
efficiency calculation with P/T ratios obtained using MC calculations.

All possible S–D configurations are considered. The MC calculation
to calculate the P/T ratios for each configuration is performed once, and
the obtained values are directly substituted in the analytical formula.
Consequently, no additional MC calculations are needed, which saves
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much time when compared with pure MC calculations. In addition, the
method does not depend on experimental measurements. The obtained
results of the FEPE were found to be in agreement with MC with a
maximum relative difference of 2.5%.

The work could be extended to include different sizes of NaI detec-
tors. It could also be extended to include different forms of sources,
including line, disk, and volume sources.
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Appendix. The possible photon path lengths and integration limits
for polar angles

See Table A.1.
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