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A B S T R A C T   

Spectral unmixing was investigated for fast spectroscopic identification in γ-emitter mixtures at low-statistics in 
the case of measurements performed to prevent illegal nuclear material trafficking or for in situ environmental 
analysis following a radiological or nuclear accident. For that purpose, a multiplicative update algorithm based 
on full-spectrum analysis was tested in the case of a 300x300 NaI(Tl) detector. Automatic decision-making was 
addressed using Monte Carlo calculations of decision thresholds and detection limits. The first results obtained 
with a portable instrument equipped with a 300x300 NaI(Tl) detector designed for the control of food samples by 
non-expert users following a radiological or nuclear accident, are also presented.   

1. Introduction 

Fast and robust spectroscopic identification of γ-emitting radionu-
clides from radiation portal monitors (RPM) (e.g. located at borders) is 
key to prevent illegal nuclear material trafficking. The need for such 
identification algorithms is also important for in situ γ-ray measure-
ments in environmental analysis following a radiological or nuclear 
accident. In these nuclear applications, the development of reliable 
automatic identification systems is essential to minimize the number of 
expert interventions in decision-making due to the large flow of mea-
surements (Paff et al., 2017). For this purpose, LNE-LNHB has developed 
an automatic identification algorithm based on spectral unmixing 
(Keshava and Mustard, 2002) for fast anomaly detection of γ-emitting 
radionuclides in the presence of natural background radiation. 

The fast identification code was first designed to meet the constraints 
related to measurements at low-statistics (counting duration of a few 
seconds maximum) using RPMs equipped with scintillation detectors 
(plastic, NaI(Tl)). It was also developed to comply with real-time 
computing constraints in order to be implemented in embedded sys-
tems such as FPGAs (Field Programmable Gate Arrays) and micro-
controllers. In order to be adapted to nuclear counting, the spectral 

unmixing code is based on a multiplicative update algorithm for 
maximum likelihood estimation with Poisson statistics. The aim of this 
algorithm is to estimate the composition of experimental γ-spectra on 
the basis of a linear mixture model of individual spectra of the γ-emitters 
to be identified (including natural background). As a result, each 
γ-emitter contribution (counting or mixing weight) is obtained without 
relying on intervention by an expert (e.g. without using region-of- 
interest (ROI) techniques). 

A description of the spectral unmixing algorithm and its theoretical 
background based on Poisson statistics is presented, along with its 
validation carried out according to the specifications described in in-
ternational standards and guidelines (ISO 22188:2004, 2004; IAEA 
NSS1, 2010; ANSI N42.38-2015, 2015) related to the use of RPMs for the 
prevention of illegal nuclear material trafficking. A dictionary of indi-
vidual spectra measured using a classical a 300x300 NaI(Tl) detector, was 
created with γ-emitting radionuclides covering a large range of energies 
between 40 keV and 2 MeV. The problem of decision-making is 
addressed by means of Monte Carlo calculations of decision thresholds. 
Detection limits were calculated and compared to international stan-
dards (IEC 62484:2010, 2010). The impact of γ-emitter mixtures on 
decision thresholds is also addressed. Finally, initial results are 
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presented as obtained with a portable instrument based on a 300x300 NaI 
(Tl) detector under development at IRSN/LMN for the control of food 
samples by non-expert users following a radiological or nuclear accident 
with releases. As an example, the counting durations required to achieve 
maximum permitted levels of radioactive contamination of food 
(Council regulation (Euratom) 2016/52) for 134Cs, 137Cs and 131I were 
also calculated. 

2. Linear spectral unmixing based on a multiplicative algorithm 
for maximum likelihood estimation with Poisson statistics 

2.1. Multiplicative update rule for spectral unmixing 

In γ-spectrometry the observed spectrum s ¼ ½s1;⋯; sm� is composed 
of m samples or channels representing the distribution of γ-counting 
according to the deposited energy of interacting photons in a detector. 
Counting in channel i can be modeled according to a Poisson distribution 
depending on parameter λi, so that: 

8i¼ 1;⋯;m; P ðsi¼ zÞ¼
λz

i

z!
expð� λiÞ (1) 

For spectral unmixing definition, the Poisson parameters λi are linear 
combinations of individual spectral signatures φk

i in channel i respec-
tively related to the γ-emitting radionuclides (with index k) to be 
identified in a mixture and depending on the respective mixing weight 
ak to be estimated. This entails that: 

8i¼ 1;⋯;m; λi ¼
Xn

j¼1
φj

iaj (2)  

where n is the number of spectral signatures φk in a dictionary. From the 
above definitions, the likelihood of mixing weights ak in channel i is 
defined as follows: 

8i¼ 1;⋯;m; P ðsija1;⋯; anÞ¼

�Pn
j¼1φj

iaj

�si

si!
exp
�
�
Xn

j¼1
φj

iaj

�
(3) 

When the m channels of the observed spectrum s are considered, the 
statistical independence of stochastic measurement process yields the 
following joint probability: 

P ðs1;⋯; smja1;⋯; anÞ¼
Ym

i¼1

�Pn
j¼1φj

iaj

�si

si!
exp
�
�
Xn

j¼1
φj

iaj

�
(4) 

Thus the maximum likelihood estimator of a single mixing weight ak 

can be computed by minimizing the negative-loglikelihood L ðakÞ as 
follows: 

8k¼ 1;⋯; n; bak ¼ argminak

Xm

i¼1

�Xn

j¼1
φj

iaj � silog
�Xn

j¼1
φj

iaj

��
(5) 

Assuming that 8i ¼ 1;⋯;m;
Pn

k¼1
φk

i ak 6¼ 0, the right expression is 

differentiable and its derivative is defined as follows: 

8k¼ 1;⋯; n; rL ðakÞ¼
Xm

i¼1

 

φk
i �

si
Pn

j¼1φj
iaj

φk
i

!

(6) 

The first-order optimality condition is given by rL ðbakÞ ¼ 0, which 
is equivalent to: 

8k¼ 1;⋯; n;
1

Pm
i¼1φk

i

Xm

i¼1

si
Pn

j¼1φj
ibaj

φk
i ¼ 1 (7) 

Based on this optimality condition, each mixing weight ak can be 
computed using a multiplicative update algorithm with non-negativity 
constraint (Lee and Seung, 2001) designed so that at each updating 

iteration ℓ: 

8k¼ 1;⋯; n; aðℓþ1Þ
k ¼ aðℓÞk

1
Pm

i¼1φk
i

Xm

i¼1

si
Pn

j¼1φj
ia
ðℓÞ
j

φk
i (8) 

In the case where the spectral signatures are normalized, the multi-
plicative updating can be recast as: 

8k¼ 1;⋯; n; aðℓþ1Þ
k ¼ aðℓÞk

Xm

i¼1

si
Pn

j¼1φj
ia
ðℓÞ
j

φk
i (9) 

Considering the vectors representing the mixing weights a ¼ ½a1;⋯;

an� to be estimated and the observed spectrum s ¼ ½s1;⋯; sm� and the 
matrix Φ ¼ ½φk

i � of the normalized spectral signatures associated with 
each γ-emitting radionuclide to be identified, the multiplicative update 
rule can be expressed as follows: 

aðℓþ1Þ ¼ aðℓÞ �
�
ΦT s�

�
ΦaðℓÞ

� �
(10)  

where � and � represent element-wise product and division respec-
tively. 

When using the multiplicative update rule (10) based on normalized 
spectral signatures, the estimated counting for each radionuclide k for a 
measured spectrum s are given by the estimator bak. 

2.2. Validation tests using spectral signatures obtained with a 300x300 NaI 
(Tl) detector 

Spectral unmixing using the multiplicative update rule expressed in 
(10) has the advantage to act as an effective compromise between speed 
and ease of implementation (Lee and Seung, 2001). It implicitly includes 
non-negativity constraints avoiding the estimation of non-physical 
negative counting. As depicted in Table 1, the first step of the algo-
rithm consists in the definition of the initial values of the respective 
counting as the inverse of the number n of spectral signatures in a dic-
tionary (að0Þk ¼ n� 1). The iterative implementation of the multiplicative 
updating using expression (10), can be stopped when a maximum 
number of iterations is obtained or when the variation of the updated 
counting becomes lower than a defined value. 

The multiplicative update algorithm allows a full-spectrum analysis 
without the use of ROI windows. It can be applied according to either an 
off-line processing or a real-time implementation in which the estimated 
counting can be renewed during the spectrum measurement. It is worth 
noting that the multiplicative update rule is based on maximum likeli-
hood estimation using a joint probability depending on the spectral 
signatures representing the detector response for a given γ-emitting 
radionuclide. As a result, the spectral signature of natural background 
can also be considered in the multiplicative updating given in expression 
(10). It is thus possible to take into account the contribution of natural 
background in the statistical variability of the whole observed spectrum. 
When considering low-statistics measurements with significant contri-
bution of natural background, this approach is better-suited than the 

Table 1 
Multiplicative update algorithm in the case of a stopping criterion based on a 
maximum number of iterations.  

Input 
Spectral signatures of each γ-emitter to be identified: Φ ¼ ½φk

i � with k ¼
1::nExperimental spectrum: s ¼ ½s1;⋯; sm�

Initialization 
Maximum number of iterations: pmax 

Definition of initial counting: að0Þk ¼ n� 1  

While p < pmax do 
Multiplicative updating of the estimated counting: aðpþ1Þ ¼

aðpÞ �
�
ΦTs�

�
ΦaðpÞ

� �
end  

Output 
Estimated counting for each γ-emitter to be identified  
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conventional technique which consists in the subtraction of the back-
ground from the observed spectrum (Laedermann et al., 2005). 

The first validation tests were applied to identify potentially signif-
icant biases on estimated counting computed using the multiplicative 
update rule (10). In the present work, a dictionary of ten 1024-channel 
spectra (spectral signatures) was created representing the response of a 
300x300 NaI(Tl) detector measured for various γ-emitting radionuclides 
having photon emissions covering a large range of energies between 40 
keV and 2 MeV (57Co, 60Co, 88Y, 133Ba, 134Cs, 137Cs, 152Eu, 207Bi, 237Np, 
241Am). The choice of some γ-emitters was also relevant with radionu-
clides to be identified (57Co, 60Co, 137Cs, 241Am) as illicit radioactive 
material in international standards and guidance (ISO 22188:2004, 
2004; IAEA NSS 1, 2010; ANSI N42.38-2015, 2015). According to IAEA 
NSS1 Technical Guidance (2010), where nuclear materials are specified 
for sensitivity testing, surrogate sources can be substituted. For instance, 
the surrogate for weapons grade plutonium is 133Ba and for highly 
enriched uranium, it is 57Co. Each individual γ-spectrum was measured 
using point sources placed at a distance of about 1 m from the 300x300 NaI 
(Tl) detector without shielding (IEC 62484: 2010, 2010). 

In a same manner as described for a previous study (Bobin et al., 
2016), Monte Carlo calculations were implemented using theoretical 
spectra based on the experimental spectral signatures of each γ-emitter 
to be identified and their respective fractional contributions. The vali-
dation tests were performed by generating random spectra according to 
Poisson distributions with increasing mean total counting corresponding 
to typical low-statistics measurements (1000, 5000 and 10000 mean 
counts). The results presented in Table 2 were obtained in the case of a 
mixture of 5 γ-emitting radionuclides (57Co, 60Co, 88Y, 137Cs, 152Eu) 
having strong overlaps between full-absorption peaks and Compton 
continuum. For each radionuclide, the fixed fractional contributions in 
the theoretical spectrum were respectively: 57Co, 0.2; 60Co, 0.2; 88Y, 
0.15; 137Cs, 0.15; 152Eu, 0.3. In Table 3, Monte Carlo calculations were 
implemented using a dictionary including the spectral signature of 
natural background in place of 237Np. In that case, for each radionuclide 
to be identified and natural background, the fixed fractional contribu-
tions were respectively: background, 0.4; 60Co, 0.15; 134Cs, 0.05; 137Cs, 
0.15; 152Eu, 0.25. The spectral unmixing code was also tested in the case 
of a higher mean value equal to 105 counts. For each mean total counting 
in Tables 2 and 3, the variability of the estimated counting was assessed 
by repeating the calculations 1000 times with different random spectra. 
The number of updating iterations to obtain the convergence of the 
multiplicative update algorithm was set equal to 103. For ease of com-
parison with expected fractional contributions in both Tables 2 and 3, 
the estimated counting and their related standard deviations were 
divided by the mean values of total counting. The comparison between 
expected and estimated fractional contributions in Tables 2 and 3 ob-
tained in the case of the mixture of 5 different spectral signatures, does 
not show significant biases even at low-statistics. It is noteworthy that 
the variances obtained by Monte Carlo calculations are higher than the 
estimated counting. Because of spectral unmixing, the standard de-
viations of the estimated counting associated with the radionuclides to 
be identified do not follow a Poisson distribution. 

3. Decision-making: calculations of decision threshold and 
detection limit 

False identification alarms when no γ-emitting source is present, are 
generally caused by statistical fluctuations in the counting of natural 
background. In the present study, the false positive rate in radionuclide 
identification was investigated by means of Monte Carlo calculations 
according to the definition of decision threshold in ISO 11929:2010 
(2010). In Table 4, the decision thresholds (DT) are given for radionu-
clides used for RPM’s testing (57Co, 60Co, 133Ba, 137Cs, 241Am) as spec-
ified in the IEC 62484: 2010 standard (2010). They were obtained for an 
alpha risk of 10� 3 (probability of error of first type (De Felice et al., 
2017)) corresponding to a rate of 1 false identification for 1000 mea-
surements of natural background. For that purpose, simulated back-
ground spectra were computed using a mean count equal to 1250 
corresponding to measurements of 5 s. This duration is in the range of 
occupancy times when using RPMs for the detection of illegal radioac-
tive materials. Calculations were implemented using the same dictio-
nary comprising 10 spectral signatures as for the results given in Table 3. 
The DT values were determined from the distribution of the estimated 
counting obtained with the multiplicative update algorithm (10) when 
only natural background is considered. For each radionuclide, 105 

background spectra were randomly calculated according to Poisson 
processes. Due to statistical fluctuations, non-zero counting can be ob-
tained for a γ-emitter spectral signature. The DT values were estimated 
by considering that false identifications are equally and independently 
distributed among each radionuclide in the dictionary. As a result, after 
sorting the estimated counting in decreasing order, the DT value is given 
by the 11th result in the calculated distributions for each γ-emitter 
spectral signature to meet the constraint of an alpha risk of 10� 3. 

In the same manner, the detection limits (DL) related to false nega-
tive rates were determined according to a beta risk of 10� 3 (probability 
of error of second type (De Felice et al., 2017)) for the same radionu-
clides (57Co, 60Co, 133Ba, 137Cs, 241Am). In that case, Monte Carlo cal-
culations were implemented using random spectra according to various 
mixtures of two spectral signatures (natural background and the radio-
nuclide corresponding to the DL to be determined). After sorting the 
estimated counting in increasing order for the considered radionuclide, 
the DL value is determined from the optimized simulated mixture that 
yields the 100th result (estimated counting) equal to the DT value pre-
viously obtained for the same radionuclide. In Table 4, the DL values 
were also calculated in Bq unit considering detection efficiencies related 
to the full-spectrum measurements (unshielded sources placed at a dis-
tance of 1 m) and γ-intensities. These results are compared to the DL 
values calculated using the conventional ROI technique based on the 
main γ-photon emissions for each radionuclide (ISO 11929: 2010, 
2010). The results in Table 4 clearly show that DL values can be 
significantly reduced when using full-spectrum analysis with the mul-
tiplicative update algorithm. The DL values are reduced by almost a 
factor equal to 3 in the case of 133Ba and by a factor equal to 2 in the case 
of 60Co. It is noteworthy that DT and DL values are significantly different 
between the considered radionuclides (57Co, 60Co, 133Ba, 137Cs, 241Am). 
This behavior could be the result of correlations between radionuclides 
due to overlaps between spectral signatures covering different ranges of 
energies. A comparison between the estimated and simulated spectra is 
shown in Fig. 3 in the case of a mixture of natural background, 60Co and 

Table 2 
Comparison between estimated and expected fractional contributions of γ-emitters in simulated mixtures with the following values: 57Co, 0.2; 60Co, 0.2; 88Y, 0.15; 
137Cs, 0.15; 152Eu, 0.3.  

Counts 88Y/0.15 137Cs/0.15 57Co/0.2 241Am/0 134Cs/0 152Eu/0.3 207Bi/0 133Ba/0 60Co/0.2 237Np/0 

1000 0.149(23) 0.146(19) 0.200(20) 0.001(2) 0.007(11) 0.285(41) 0.003(6) 0.0045(79) 0.200(27) 0.004(7) 
5000 0.150(10) 0.149(9) 0.200(10) 0.0005(8) 0.0034(49) 0.293(20) 0.0013(25) 0.0021(37) 0.199(12) 0.0019(33) 
10000 0.150(7) 0.149(6) 0.200(7) 0.0004(6) 0.0023(35) 0.295(13) 0.0010(17) 0.0014(25) 0.200(9) 0.0013(22) 
100000 0.150(2) 0.150(2) 0.200(2) 0.0001(2) 0.0007(10) 0.299(4) 0.0003(6) 0.0005(8) 0.200(3) 0.0005(7)  
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137Cs with respective mean counting equal to 1250, 115 and 85. The two 
last expected counting correspond to the DL values of 60Co/115 and 
137Cs/85 (see Table 4). DL values were also calculated in the case of a 
measurement duration equal to 1 s for 133Ba and 60Co. In both case, the 
DL values (180 kBq/133Ba and 130 kBq/60Co) remains significantly 
lower than the activities for RPM’s testing (333 kBq/133Ba and 220 
kBq/60Co) specified in IEC 62484: 2010 standard (2010). 

The variation of DT values was also investigated by means of Monte 
Carlo calculations of mixtures with increasing counting of 60Co with 
natural background. As depicted in Fig. 1, it can be remarked that the 
behaviour varies between the radionuclides considered (57Co, 133Ba, 
137Cs, 241Am). It is clear that DT values related to 241Am and 57Co are 
less impacted by the increase of the counting due to the presence of 60Co. 
On the contrary, the DT value associated to 137Cs is more sensitive 
because of the large overlap existing between the 137Cs spectrum and the 
60Co Compton continuum in the NaI(Tl) detector. This hypothesis is 
supported by the Monte Carlo simulations carried out with mixtures of 
increasing counting of 133Ba with natural background. As shown in 

Fig. 2, the DT values related to 137Cs and 60Co are slightly impacted by 
the increasing counting of 133Ba compared to the results given by 241Am 
and 57Co. The next step of the study will be a systematic investigation of 

Table 3 
Comparison between estimated and expected fractional contributions of γ-emitters (including natural background) in simulated mixtures with the following values: 
background (Bkg), 0.4; 60Co, 0.15; 134Cs, 0.05; 137Cs, 0.15; 152Eu, 0.25.  

Counts Bkg/0.4 241Am/0 133Ba/0 207Bi/0 57Co/0 60Co/0.15 134Cs/0.05 137Cs/0.15 152Eu/0.25 88Y/0 

1000 0.382(40) 0.002(3) 0.008(12) 0.0055(88) 0.009(12) 0.152(24) 0.052(21) 0.152(20) 0.233(39) 0.004(6) 
5000 0.394(18) 0.0009(13) 0.0033(47) 0.0025(38) 0.0035(46) 0.151(11) 0.05(1) 0.150(9) 0.244(18) 0.0017(23) 
10000 0.395(13) 0.0006(9) 0.0023(33) 0.0017(26) 0.0026(33) 0.151(7) 0.051(7) 0.150(6) 0.245(13) 0.0011(16) 
100000 0.398(4) 0.0002(3) 0.0008(10) 0.0006(8) 0.0009(10) 0.150(2) 0.050(2) 0.150(2) 0.248(4) 0.0004(5)  

Table 4 
Decision thresholds (DT) and detection limits (DL) for radionuclides used for 
RPM’s testing. Monte Carlo calculations correspond to a measurement duration 
of 5 s using a mean counting rate equal to 250 s-1 for natural background in a 
300x300 NaI(Tl) detector without shielding. The detection limits were converted in 
Bq to be compared to the results based on the ROI technique (ISO 11929: 2010, 
2010) and to activities of testing sources specified in IEC 62484: 2010 (2010).   

DT (5s) DL (5s) DL (kBq) DLISO11929(kBq) ATesting (kBq) 
241Am 28 60 97 148 1740 
133Ba 82 160 63 177 333 
57Co 57 110 54 89 555 
60Co 48 115 36 71 260 
137Cs 37 85 59 97 590  

Fig. 1. Evolution of decision thresholds for 57Co, 133Ba, 137Cs, 241Am in the 
case of a mixture of natural background (250 s� 1) and increasing counting of 
60Co. The values correspond to a measurement of 5 s. 

Fig. 2. Evolution of decision thresholds for 57Co, 60Co, 137Cs, 241Am in the case 
of a mixture of natural background (250 s� 1) and increasing counting of 133Ba. 
The values correspond to a measurement of 5 s. 

Fig. 3. Comparison between the estimated and simulated spectra in the case of 
a mixture of natural background, 60Co and 137Cs with respective mean counting 
equal to 1250, 115 and 85 for a measurement of 5 s with a 300x300 NaI(Tl) de-
tector without shielding. The two last values correspond to the detection limits 
of 60Co/115 and 137Cs/85 (counting rate 250 s� 1 for natural background). The 
full-absorption peaks are respectively: 662 keV/137Cs (channel 250), 1173 
keV/60Co (channel 433), 1332 keV/60Co (channel 490) and 1461 keV/4 K 
(channel 543). 
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the variation of DT values depending on the identified radionuclides and 
the dictionary used. This future work is essential to keep the alpha risk 
unchanged for automatic decision-making in the case of complex 
mixtures. 

4. Application to the TRI-LATAC system developed at IRSN/LMN 

The activities of IRSN (French Institute for Radiation Protection and 
Nuclear Safety) cover various domains such as radiation protection, 
nuclear safety and nuclear security in France. For this institute, a major 
radiological or nuclear accident could entail a critical situation requiring 
γ-spectrometry analysis of a huge number of environmental samples 
(Wei et al., 2018). In order to address this issue, a low-cost portable 
system based on a 300x300 NaI(Tl) detector is under development at 
IRSN/LMN dedicated to in situ measurements for the control of food 
samples. The aim is to combine this detection instrument (named 
TRI-LATAC) with automatic radionuclide identification for 
decision-making to enable non-expert users to implement a first 
screening of collected environmental samples. The system is composed 
of a cylindrical shielding made of steel (10-mm thickness) and lead 
(3-mm thickness) which surrounds the NaI(Tl) detector and the envi-
ronmental sample to be analyzed. The spectral unmixing algorithm was 
tested in the case of the identification of 134Cs, 137Cs and 131I according 
to the Council regulation 2016/52 (Euratom) defining maximum 
permitted levels (MPL) of radioactive contamination of food following a 
nuclear accident or any other case of radiological emergency. In the 
present work, the MPL values corresponding to infant food (150 Bq/kg 
for 131I and 400 Bq/kg for both 134Cs and 137Cs) were considered for the 
Monte Carlo calculations of DT and DL. 

A first dictionary of 7 spectral signatures (40K, 131I, 134Cs, 137Cs, 
210Pb, 241Am, natural background) was created corresponding to the 
respective 300x300 NaI(Tl) detector responses when measuring SG500 
polyethylene containers (500 mL) filled with aqueous radioactive solu-
tions. Except for 131I, the spectral signatures were directly measured 
with the TRI-LATAC system using radioactive solutions with known 
activities prepared at LNHB. The counting rate related to natural back-
ground obtained at LNHB was equal to 75 s� 1. Regarding the spectral 
signature of 131I, a geometrical modelling of the TRI-LATAC system (NaI 
(Tl) detector, SG500 container, shielding) was implemented with the 
Monte Carlo N-Particle eXtended (MCNPX) transport code (Breismeis-
ter, 2000). MCNPX simulations were validated using the measured 
spectral signatures obtained with the other γ-emitters (40K, 134Cs, 137Cs, 
210Pb, 241Am). Two additional dictionaries for the same radionuclides 
were also obtained by means of MCNPX simulations for two types of 
environmental samples (fresh plants and soils). Regarding simulations 
corresponding to fresh plants, calculations of spectral signatures were 
implemented using the chemical composition of cellulose (ρ ¼ 0.3 g 
cm� 3; H, 48%, O, 24%, C, 28%). In the case of soil samples, spectral 
signatures were calculated using the following chemical composition: ρ 
¼ 1.3 g cm� 3; H, 2%, O, 57.5%, Al, 8.5%; Si, 26%, Fe, 6% (Bethesda, 
1994). 

For each radionuclide, DT and DL values were calculated according 
to alpha and beta risks equal to 2.5% and for increasing measurement 
durations (30 s, 60 s, 120 s) in the same manner as previously described. 
The DL values for the γ-emitting radionuclides 134Cs, 137Cs and 131I 

reported in Table 5 were determined using the full-spectrum detection 
efficiencies obtained experimentally or by means of Monte Carlo cal-
culations. These results are displayed according to the types of envi-
ronmental samples (aqueous solution, fresh plant, soil) and the 
measurement durations. It is clear from Table 5 that a counting duration 
of 30 s is sufficient to comply with MPL values specified for infant food 
in the Council regulation 2016/52 (Euratom) when applied to soil and 
aqueous samples. The measurement durations are longer in the case of 
samples made of fresh plants due to the lower density. Indeed, mea-
surement durations of 2 min are needed to obtain a DL value below the 
MPL for the sum of 134Cs and 137Cs contributions. A slightly longer 
duration is required in the case of 131I. To summarize, a maximum 
duration of about 3 min is needed to comply with the MPL values 
specified in the most restrictive case of infant food for 134Cs, 137Cs and 
131I with regards to the 3 types of environmental samples. This result 
(lower than 5 min) complies with the expected duration values for a first 
screening based on in situ measurements following a major radiological 
or nuclear accident. 

5. Discussion 

First results of a spectral unmixing algorithm developed for fast 
decision-making using γ-spectrometry measurements at low-statistics 
with a 300x300 NaI(Tl) detector, were presented. Based on a multiplica-
tive update rule, the algorithm’s originality lies in the fact that 
maximum likelihood estimation is based on a joint probability with 
Poisson statistics which accounts for the spectral signatures related to 
the γ-emitting radionuclides to be identified and also natural back-
ground. Combined to full-spectrum analysis, this property is important 
to take into account optimally the variability of the observed spectrum 
in decision-making at low-statistics. Contrary to classifiers such as 
artificial neural networks (Keller et al., 1995; Vigneron et al., 1996), the 
multiplicative update rule for spectral unmixing does not need a training 
phase based on a large dataset. The algorithm was first investigated in 
the case of the identification of radionuclides usually applied for RPM’s 
testing (57Co, 60Co, 133Ba, 137Cs, 241Am) for the prevention of illegal 
nuclear material trafficking. Detection limits determined by Monte Carlo 
calculations (alpha and beta risks equal to 0.1%) for a 300x300 NaI(Tl) 
detector are below the activities given in IEC 62484:2010 (2010) for 
counting durations in the range of a few seconds. 

Regarding a real-time embedded implementation, the extraction of 
pulse amplitude and the spectrum accumulation could be performed 
according to a reconfigurable matrix in a FPGA and transmitted to an 
integrated microcontroller (a few hundreds of nanosecond is needed 
when using a 125-MHz 32-bit bus). Concerning the implementation of 
the multiplicative update algorithm in expression (10), one iteration 
requires n (dictionary dimension) multiplied by m (number of spectrum 
channels) multiply-and-accumulate (MAC) operations (1 clock cycle in 
simple precision, 2 clock cycles in double precision) (Cortex-A9 FPU, 
2012). In the present paper, the maximum number of iterations for 
convergence was fixed to 1000. In the case of n and m respectively equal 
to 10 and 1024, approximately 10 million operations are needed. The 
lower bound of computing capacity of a single ARM processor in a 
low-cost Xilinx ZYNQ FPGA device is over 250 floating point MAC per 
second (double precision) and up to 2 GFlops when the “neon” vector 

Table 5 
Evolution of detection limits (131I, 134Cs, 137Cs) with the TRI-LATAC system for 3 counting durations according to 3 types of environmental samples (aqueous solution, 
fresh plants, soil). The results are compared with maximum permitted levels (MPL) of radioactive contamination of food (150 Bq/kg for 131I and 400 Bq/kg for the sum 
of 134Cs and 137Cs contributions) given in the Council regulation 2016/52 (Euratom) for infant food.   

DL/Bq.kg� 1 (30 s) DL/Bq.kg� 1 (60 s) DL/Bq.kg� 1 (120 s) MPL/Bq.kg� 1 

Soil Fresh plant Aqueous solution Soil Fresh plant Aqueous solution Soil Fresh plant Aqueous solution 
134Cs 77 356 101 53 242 69 37 169 48 400 
137Cs 105 461 133 71 310 90 49 216 62 
131I 84 369 107 68 300 87 41 179 52 150  
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extensions are used (Smith and Hamilton, 2015). As a result the 
maximum execution time for real-time implementation is approximately 
40 ms (double precision) which is fully compatible with measurement 
durations in the range of a few seconds with RPMs. 

Promising results were obtained with the TRI-LATAC system 
(equipped with a 300x300 NaI(Tl) detector) developed at IRSN/LMN for 
the control of food samples by non-expert users after a radiological or 
nuclear accident with releases. Indeed a maximum measurement dura-
tion of about 3 min is sufficient to comply with the MPL values specified 
for infant food in the Council regulation 2016/52 (Euratom) for 134Cs, 
137Cs and 131I in the case of 3 different types of environmental samples 
(aqueous solution, soil, fresh plant). In the future, the study of the 
spectral unmixing algorithm will be extended to plastic detectors and 
liquid scintillation for environmental measurements. To this end, it will 
be essential to investigate the influence of correlations due to overlaps 
between spectral signatures. 
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